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CLOUD RADIO ACCESS SPECIFIER(C-RAN) 

 

                                                                         AMALA JACOB(15MCA01) 

                           

The Cloud Radio Access Network (C-RANs), also known as the Centralized Radio Access Network, 

is one of the wireless industryôs hottest topics these days.  The technology is forecasted to be the 

foundation of the future wireless industries infrastructures.  The purpose of this article is to briefly 

describe how the radio access network technologies have evolved to the cloud, and to discuss some 

of its advantages and challenges. 

The early radio access networks utilized a stand-alone, proprietary base station (BTS) that was 

housed in a shelter at the base of the radio antenna tower.   The shelter also housed rectifiers, battery 

back-ups systems, back haul links, HVAC, and other power intensive equipment.  The BTS was 

connected to the antennas located on the top of a tower or roof-top via copper cable.  A major 

problem with this design was the radio signal loss in the cable as well as radio interference from 

other close radio antennas. 

The next step in this evolution was to separate the radio processing equipment, also called the remote 

radio head (RRH), from the digital processing equipment which is called the baseband unit 

(BBU).  Both of these units were previously integrated into the BTS.  The RRH was moved nearer 

the antenna and connected to the BBU via fiber optic cable.  This advance enabled moving much of 

the radio intelligence to the edge of the network.  It also reduced interference from other cell sites, 

helped with passive inter-modulation and cable loss problems and enabled the operator to locate the 

BBU several kilometers from the antennas.  For example, an LTE network can support RRHs up to 

20 kilometers from the BBU.  One can imagine how these advances can enable operators to reduce 

the costs of deployment and operations. 

Separating the RRH and BBU enables the operator to move the BBU to a centralized location.  This 

centralized office location is often referred to as a BBU hotel.  The next step in the evolution 

introduces using generic computing platforms to replace special proprietary processors that were 

performing the BBU functions.  Once this is accomplished, this general purpose server farm can be 

linked to create a virtual computing cloud.  In short, BBU functionality is moved to the virtual 

computing cloud.  A major technical benefit of this development is the 1:1 ratio between RRH to 

BBU can be expanded giving the operator the ability to manage the same number of cell sites with 

less computing hardware. 
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Benefits of C-RAN  

Benefits to implementing C-RAN are many including the ability to pool resources, reuse 

infrastructure, simplify network operations and management, support multiple technologies, reduce 

energy consumption, lower capital expenditures and lower operating expenditures.  Additiona l ly, 

the network becomes more heterogeneous and self organizing.  Once implemented the C-RAN will 

provide other benefits like easier and faster network deployments and increased network flexibility. 

Introducing C-RAN requires very low latencies between the RRH and BBU pool, or what is called 

the front-haul.  These low latencies typically will require fiber links.  This can be a challenge to an 

operator that doesnôt have fiber in its sites.   It also requires sophisticated software to interconnect 

all of the BBUs in the server farm as well as manage the complexity of functions in the virtual cloud. 

 

 

 

 

 

 

 

 

LI -FI INTERNET  
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            ANSHU KUMARI (15MCA02) 

Li-Fi is short for 'light fidelity,' and performs with lightning speed, invented by Professor Harald 
Haas from the University of Edinburgh. The inventor of Li-Fi, Professor Harald Haas from the 
University of Edinburgh, has previously claimed that in the future every LED lightbulb could be 

used as an ultra-fast alternative to Wi-Fi. In a TED talk describing the technology, Haas said that 
current infrastructure was suitable for the integration of Li-Fi. Li-Fi technology is a ground-breaking 

light-based communication technology, which makes use of light waves instead of radio technology 
to deliver data. Li-Fi is a wireless technology similar to Wi-Fi that allows data to be sent at high 
speeds using visible light communication (VLC).The visible light spectrum is plentiful, free and 

unlicensed, mitigating the radio frequency spectrum crunch effect. It works on the frequencies 
generated by an LED bulb. 

 

  
 
Li-Fi has hit speeds of more than 200 Gbps in the lab, fast enough to 'download the equivalent of 23 

DVDs in one second,' Suat Topsu, founder and head of Oledcomm, told AFP. 'Li-Fi allows speeds 
that are 100 times faster than W-Fi, which uses radio waves to transmit data,' Topsu said. This 
technology emerged from the laboratories in 2015 to be tested in everyday settings in France, 

including museums and shopping malls. It has been tested in Belgium, Estonia and India. Analysts 
have predicted that internet-connected devices will soar to 50 million in just four years, and the short 

supply of radio waves used for Wi-Fi will become crowded. Li-Fi technology will in future enable 
faster, more reliable internet connections, even when the demand for data usage has outgrown the 
available supply from existing technologies such as 4G, LTE and Wi-Fi. It will not replace these 

technologies, but will work seamlessly alongside them. Smartphones will soon be able to download 
traffic information from traffic lights or a program guide from a television. This is the tip of the 

iceberg. In the future, shops will transmit advertisements to our phone as we pass by and bus 
schedule changes will be transmitted to a screen at the stop. Smarter home appliances that talk 
machine-to-machine (M2M) are already being extensively researched, where LED lights on 

electronics function as Li-Fi access points. In fact, the Li-Fi industry is set to become a $6 billion 
industry by 2018. 

 
Benefits of Li-Fi 

 

The key benefits are: 
 

¶ Enhanced wireless infrastructures by providing an additional layer of small cells (óattocellsô); 

¶ The avoidance of the radio frequency spectrum crunch (10,000 times more capacity); 

¶ Enabling very high peak data rates (10 Gbps) 

¶ The enabling of the Internet-of-Things (100 times more devices) 

¶ Significantly enhanced secure wireless communication (reduced interception of signals) 
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¶ Enhanced energy-efficiency by combining data communication and illumination (100 times 

energy reduction) 

¶ Complete elimination of health concerns 

Applications of Li-Fi 

 

¶ Security 

¶ Dense urban environments 

¶ Cellular communication 

¶ EMI sensitive environments 

¶ Underwater communication 

¶ Sensitive data 
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DRONES USING LTE NETWORKS 

ASHA V(15MCA03) 

Introduction  

Drones are more formally known as unmanned aerial vehicles (UAV). Essentially, a drone 

is a flying robot. The aircraft may be remotely controlled or can fly autonomously through software-

controlled flight plans in their embedded systems working in conjunction with GPS.  UAVs have 

most often been associated with the military but they are also used for search and rescue, 

surveillance, traffic monitoring, weather monitoring and fire fighting, among other things. 

We can imagine we are at a concert watching our favourite band, and out of the corner of our 

eye we notice a tethered drone hovering nearby. But this drone isnôt taking photos or videos of the 

band.  Itôs temporarily providing enhanced LTE wireless coverage at the packed venue so we, along 

with thousands of others in attendance, can simultaneously send photos and videos to share the 

moment. 

 
 A Flying Drone  

 

Connecting drones to our nationwide LTE network lets us capture data and feed it directly to our 

systems.  In turn, this can allow us to make changes to our network in real time. 

http://searchcio-midmarket.techtarget.com/definition/robot
http://searchenterpriselinux.techtarget.com/definition/embedded-system
http://searchmobilecomputing.techtarget.com/definition/Global-Positioning-System
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LTE stands for Long Term Evolution and is a registered trademark owned 

by ETSI (European Telecommunications Standards Institute) for the wireless data communicat ions 

technology and a development of the GSM/UMTS standards. However, other nations and companies 

do play an active role in the LTE project. The goal of LTE was to increase the capacity and speed of 

wireless data networks using new DSP (digital signal processing) techniques and modulations that 

were developed around the turn of the millennium. By using drones to inspect a cell site, weôre able 

to conduct inspections more quickly and safely ï and even access parts of a tower that a human 

simply could not.  We anticipate this will allow us to improve our customersô experience by 

enhancing our cell sites faster than ever before. 

Applications 

Possible uses include Flying COWs (Cell on Wings) providing LTE coverage at large events or even 

rapid disaster response.  A Flying COW may even be able to provide coverage when a vehicle is 

unable to drive to a designated area. 

In addition to how weôre using drones to enhance our network, AT&Tôs IoT team, led by Chris 

Penrose, is developing solutions for our customers.  Weôre researching how in-flight drones can use 

our LTE network to send large amounts of data in real-time. This capability may benefit areas such 

as insurance, farming, facility and asset inspections, and even delivery service companies. 

Future Drone Development & Drones Technology 

What has also helped is that large tech companies such as Facebook and Amazon have experimented 

with various drone uses. Amazon is planning to use itôs Prime Air drones to deliver packages to 

customers. Facebook has tried to use the UAVôs to provide internet connections to people in far 

flung places. 

 

 

https://en.wikipedia.org/wiki/ETSI
https://en.wikipedia.org/wiki/Digital_signal_processing
http://www.futuretechmagazine.net/2015/12/check-out-the-new-amazon-prime-air-drone/
http://www.theguardian.com/technology/2015/jul/31/facebook-finishes-aquila-solar-powered-internet-drone-with-span-of-a-boeing-737
http://www.theguardian.com/technology/2015/jul/31/facebook-finishes-aquila-solar-powered-internet-drone-with-span-of-a-boeing-737
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OPTICAL NETWORKING  

                                                                       CHITHRA.M.S(15MCA04)        

Optical networking  is a means of communication that uses signals encoded onto light to transmit 

information among various nodes of a telecommunications network. It is a form of optical 

communication that relies on optical amplifiers, lasers or LEDs and wave division multiplexing 

(WDM) to transmit large quantities of data, generally across fiber-optic cables. 

Optical networking uses thin glass or plastic optical fiber to transmit information in the form of light 

pulses. It is far more reliable and offers greater transmission capacity than conventional copper-wire 

networks.  

 

SONET and Synchronous Digital Hierarchy (SDH) are the most common optical transport protocol 

standards used in optical networking. They both meet the needs of traditional voice traffic, where all 

traffic is high-priority and patterns are generally predictable. Extremely demanding enterprise 

networking solutions can use Dense Wavelength-Division Multiplexing (DWDM) platforms. These 

deliver high-speed Ethernet connectivity and carrier interconnect, in addition to managed Storage 

Area Network (SAN) extension services.     DWDM typically supports all point-to-point and ring 

topologies, along with a variety of transmission distances. Transparent and protocol-independent, 

DWDM can carry SONET, SDH, storage protocols, data, and video. 

One recent optical networking innovation is the Cisco Reconfigurable Optical Add/Drop 

Multiplexer (ROADM). It delivers uninterrupted high-speed, high-capacity services to customers on 

meshed and multi-ring networks. A ROADM can be configured remotely to add or drop capacity at 

each network node, so capacity can be managed as needed. 

 

Optical Networking is definitely the future of data communication. The evolution of fiber optic 

communication has been driven by advancement in technology and increased demand for fiber optic 

https://en.wikipedia.org/wiki/Optical_communication
https://en.wikipedia.org/wiki/Optical_communication
https://en.wikipedia.org/wiki/Laser
https://en.wikipedia.org/wiki/Light-emitting_diode
https://en.wikipedia.org/wiki/Fiber_optic_cable
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communication. It is expected to continue into the future, with the development of new and more 

advanced communication technology.  

The Optical Networking industry is an ever evolving one, the growth experienced by the industry 

has been enormous this past decade. There is still much work to be done to support the need for 

faster data rates, advanced switching techniques and more intelligent network architectures that can 

automatically change dynamically in response to traffic patterns and at the same time be cost 

efficient. The trend is expected to continue in the future as breakthroughs already attained in the 

laboratory will be extended to practical deployment thereby leading to a new generation in fiber 

optics communications. 
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NETWORK ADDRESS TRANSLATION  

                                                                   DESAI .D.A(15MCA05) 

A Network Address Translation or network Address Translator (NAT) is the virtualization of 

internet Protocol (IP) addresses. NAT helps improve security and decrease the number of IP an 

organization needs. NAT is   the process where a network device, usually a firewall, assigns a public 

address to a computer or group of computers inside a private network. 

The main use of NAT is to limit the number of public IP addresses an organization or company must 

use , for both economy and security purposes. 

  

Network Address Translation helps improve security by reusing IP addresses. The  NAT router 

translates traffic coming into and leaving the private network. 

 

 Computer networking links together computers, information and resources through various 

hardware.  

NAT gateways sit between two networks , the inside network and outside network. Systems on the 

inside network are typically assigned IP addresses that cannot be routed to external networks. 

Example network in the 10.0.0.0/8 block. 

A few externally valid IP addresses are assigned to the gateway. The gateway makes outbound traffic 

from an inside system appear to be coming from one of the valid external addresses. It takes 

incoming traffic aimed at   a valid external address and sends it to the correct internal system. This 

helps ensure security, since each outgoing or incoming request must go through a translation process 

that also offers the opportunity to qualify or authenticate incoming streams and match them to 

outgoing request. 

NAT Overloading or Port Address Translation (PAT) is a modified form of dynamic NAT where the 

number of inside local addresses is greater than the number of inside global addresses. Mostly, 

there is just a single inside global IP address providing Internet access to all inside hosts. 

It enables private IP networks that use unregistered IP addresses to connect to the Internet. NAT 

operates on a router, usually connecting two networks together, and translates the private (not 
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globally unique) addresses in the internal network into legal addresses, before packets are 

forwarded to another network. 

Different types of NAT ï  

1. Static NAT 

2. Dynamic NAT and  

3. PAT 

Static NAT (Network Address Translation) - Static NAT (Network Address Translation) is one-to-

one mapping of a private IP address to a public IP address. Static NAT (Network Address 

Translation) is useful when a network device inside a private network needs to be accessible from 

internet. 

Dynamic NAT (Network Address Translation) - Dynamic NAT can be defined as mapping of a   

private IP address to a public IP address from a group of public IP addresses called as NAT pool. 

Dynamic NAT establishes a one-to-one mapping between a private IP address to a public IP address. 

Here the public IP address is taken from the pool of IP addresses configured on the end NAT router. 

The public to private mapping may vary based on the available public IP address in NAT pool. 

PAT (Port Address Translation) - Port Address Translation (PAT) is another type of dynamic NAT 

which can map multiple to a single public IP private IP address  by using a technology known as 

Port Address Translation. 

Advantages of NAT 

Å The main advantage of NAT is that it can prevent the depletion of IPv4 addresses. 

Å NAT (Network Address Translation) can provide an additional layer of security by making the 

original source and destination addresses hidden. 

Å NAT (Network Address Translation) provides increased flexibility when connecting to the public 

Internet. 

Å NAT (Network Address Translation) allows to use your own   private IPv4 addressing system and 

prevent the internal address changes if you change the service provider. 

Disadvantages of NAT 

Å NAT (Network Address Translation) is a processor and memory resource consuming technology, 

since NAT (Network Address Translation) need to translate IPv4 address for all incoming and 

outgoing   IPv4 datagrams and to keep the translation details in memory. 
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AMBIENT BACKSCATTER TECHNOLOGY  

H.SRINAVYA.B (15MCA06)  

 

Small computing devices are increasingly embedded in objects and environments such as 

thermostats, books, furniture and even implantable medical devices. A key issue is how to power 

these devices as they become smaller and numerous. Wires are often feasible and batteries add 

weight, bulk, cost require recharging or replacement that adds maintenance at large scales. 

A new system of wireless communication allows devices to interact and send data from one to 

another without having any source of power. The system is based on the new ambient backscatter 

which practically harvests all the existing signals in the air and converts them into power for 

communication devices. 

The new communication technique called ñAmbient backscatterò takes advantage of the TV and 

cellular transmissions that already surround us around the clock. Two devices communicate with 

each other by reflecting the existing signals to exchange the information. Battery free devices with 

antennas that can detect, harness and reflect a TV signal, which then is picked up by other similar 

devices.  

  

 

 

The transmitter, receiver, and the harvester are all connected to a single antenna and use the same 

RF signals. The transmitter and receiver communicate by backscattering the ambient signals. The 

harvester collects energy from ambient signals and uses it to provide the small amount of power 

required for communication and to operate the sensors and the digital logic unit. 
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3 Keys of Ambient Backscatter: 

¶ It takes advantages of existing RF signals so it does not require the development of a special-

purpose power infrastructure. 

¶ It has a very small environmental footprint because no additional energy is consumed beyond 

that which is already in the air. 

¶ Ambient backscatter provides device-to-device communication. 

Applications : 

¶ The first application is a bus pass that can also transfer money to other cards anywhere, at 

any time. When a user swipes the touch sensor in the presence of another card, it transmits 

the current balance stored in the microcontroller and confirms the transaction by flashing the 

LED. 

¶ The second is grocery store application where an item tag can tell when an item placed in a 

wrong shelf. We ask 10 tags to verify that they do not contain a misplaced tag and flash the 

LED when they do. 

¶ Future Application: Smart sensors could be built and placed permanently inside nearly any 

structure, then set to communicate with each other. For example, sensors placed in a bridge 

could monitor the health of the concrete and steel, then send an alert if one of the sensors 

picks up a hairline crack. The technology can also be used for communication ï text 

messages and emails, for example: in wearable devices, without requiring battery 

consumption. 

Advantages: 

¶ No additional battery or power outlet required. 

¶ Function anywhere and with no maintenance. 

¶ No pollution. 

¶ Compact in size. 

¶ Can be used for Home monitoring: The tech could also be used to allow smartphones to send 

text messages even if their battery is dead or to tag various items such as keys, wallet or 

phone to transmit their location if they are lost. 

¶ Design avoids the expensive process of generating radio waves. 

¶ Devices communicate by backscattering ambient RF signals.  
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CYBER SECURITY 

JANUKA CHHETRI (15MCA07)  

Today we all live in the world where INTERNET and TECHNOLOGY is the source of everything. 

We love to get connected to each other by social networks. We love to shop through our credit & 

debit cards. Even, we do exchange security informations online. Informations are  always  vulnerab le  

and  can be hacked or stolen. The only secure computer is the one which no one can use. Everything 

about us has become digital now. Passwords that we choose like DOB, Pets names are not strong 

passwords actually because HACKERS know us what we think after all we all are humans and 

humans are predictable. Hacks are happening almost everyday; power plants, a movie not released 

because S.Korea was upset, hospitals shutdown as their data were encrypted by someone. 

So the question is: How safe are we? 

 The term Cyber Security was introduced in the year 1988, as a result of a malicious worm, 

the worlds first ever pc virus that  infected 60000 pcs all over the world connected to internet and 

resulted in slowing down the processing power. Cyber Security was then implemented to secure the 

network from being attacked by unknown. Cyber security proffesionals are being appointed by the 

government bodies. Their goal is to find and stop any security flaws present  in the network. They 

were also known as White Hat. 

Hackers: White Hat Vs Grey Hat Vs Black Hat 

Cyber Security professionals are known as White hat. They are the ones who protect our network. 

These peoples hacks into a system to tighten its security. They are also called Ethical Hackers. So, 

who they protect us from? Who are the un-ethical hackers? We trust on the Government to protect 

our information & credentials from being theft but what if our personal informations are being 

hacked by our own Government? 

Black Hat: People who has the sole motive to hack any systems just to access any private 

information may be of any persons or be it any governmental organizations.  Grey Hat: 

These are the ones who does the violations of  cyber-law, but do not have intentions like the black 

hat hackers. Their motive is expose the misdeed of others. Ex- Anonymous. 

Few Real-World Cases of Cyber Crime: 

Government Hacks: 

1) After the tragic 9/11, USA Government & Apple jointly took an operation which spied on 

every citizen of USA revealed by Edward Snowden. (CYBER SPYING) 

2) USA & Israel had a joint operation where they created a complex program that hacked into 

the computers controlling the speed of centrifusion that resulted in slow nuclear research of  

Iran. 
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Social Engineering: 

 

It is one of the most important aspects of hacking taking advantage of that HUMAN element. 

It doesnôt matter how harden your system is, how great your security is or what kind of 

software you have on your system, there always going to be a HUMAN who is going to have 

all of these access. Ex: Any person can imperonate the other and that person doesnôt even 

know that they are only inviting you to hack into their systems. 

 

Few Security Measures: 

1: Strong passwords= alphanumeric along with special chars. 
 
2: Enable 2-step verification for online accounts. 

 
3: Connecting to HOTSPOT be sure you know what you are connecting to. 

 
4: Avoid sharing information such as pics, contacts as these can be shared with anyone 
connected with your network. 

  
  Even the microphone and webcam of laptop can also be accessed by anyone. 
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AD HOC NETWORKING  

KAVYA SURESH(15MCA08) 

A wireless ad hoc network (WANET) is a decentralized type of wireless network. The network is 

ad hoc because it does not rely on a pre-existing infrastructure, such as routers in wired networks or 

access points in managed (infrastructure) wireless networks.  

 

Introduction: - 

¶ A wireless ad-hoc network, also known as IBSS - Independent Basic Service Set 

¶ It is a computer network in which the communication links are wireless.  

¶ The network is ad-hoc because each node is willing to forward data for other nodes, and so 
the determination of which nodes forward data is made dynamically based on the network 

connectivity. 

Wireless ad-hoc networks can be further classified by their application: - 

¶ Mobile Ad Hoc Networks (MANETs) 

A mobile ad hoc network (MANET) is a continuously self-configuring, infrastructure- less 
network of mobile devices connected without wires. 

¶ Vehicular Ad Hoc Networks (VANETs) 

VANETs are used for communication between vehicles and roadside equipment. Intelligent 
vehicular ad hoc networks (InVANETs) are a kind of artificial intelligence that helps vehicles 

to behave in intelligent manners during vehicle-to-vehicle collisions, accidents. 

¶ Smartphone Ad Hoc Networks (SPANs) 

SPANs leverage the existing hardware (primarily Bluetooth and Wi-Fi) in commercia l ly 
available smartphones to create peer-to-peer networks without relying on cellular carrier 
networks, wireless access points, or traditional network infrastructure. 

¶ Internet-Based Mobile Ad Hoc Networks (iMANETs) 

iMANETs are ad hoc networks that link mobile nodes and fixed Internet-gateway nodes. 

One implementation of this is Persistent System's Cloud Relay. 

¶ Military / Tactical MANETs  

Military/Tactical MANETs are used by military units with emphasis on security, range, and 
integration with existing systems 

Advantages and Limitations: - 

¶ Separation from central network administration.  

¶ Self-configuring nodes are also routers. 

¶ Self-healing through continuous re-configuration. 

¶ Scalability incorporates the addition of more nodes. 

¶ 0multiple wireless devices.  
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¶ Flexible ad hoc can be temporarily setup at any time, in any place. 

¶ Lower getting-started costs due to decentralized administration. 

¶ The nodes in ad hoc network need not rely on any hardware and software. So, it can be 

connected and communicated quickly. 

 Limitations  

¶ Security. Wi-Fi devices in ad hoc mode offer minimal security against unwanted incoming 
connections. 

For example, ad hoc devices cannot disable SSID broadcast like infrastruc ture 

mode devices can. Attackers generally will have little difficulty connecting to your 
ad hoc device if they get within signal range. 

¶ Signal strength monitoring. The normal operating system software indications seen when 

connected in infrastructure mode are unavailable in ad hoc mode. 

¶ Speed. Ad hoc mode often runs slower than infrastructure mode. Specifically, Wi-Fi 

networking standards like 802.11g) require only that ad hoc mode communication supports 
11 Mbps connection speeds: Wi-Fi devices supporting 54 Mbps or higher in infrastruc ture 

mode will drop back to a maximum of 11 Mbps when changed to ad hoc mode. 

                  

 

                                                                An Ad Hoc Network 

Conclusion: - 

 The rapid developments in the field of ad hoc networking allows the nodes to form a self-creating, 

self-organizing and self-administering wireless network. Its intrinsic flexibility, lack of 

infrastructure, ease of deployment, auto configuration, low cost and potential applications makes it 

an essential part of future pervasive computing environments. This review aims to discover ad hoc 

network architecture, application, features and also mentions about various challenging issues and 

provides the feasible solution based on new technology. 

 

http://compnetworking.about.com/od/wireless/tp/how-wifi-works_useful-facts-about-wireless.htm
http://compnetworking.about.com/cs/wirelessproducts/qt/disablessidcast.htm
http://compnetworking.about.com/cs/wireless/f/infrawireless.htm
http://compnetworking.about.com/cs/wireless80211/g/bldef_80211g.htm
http://compnetworking.about.com/library/glossary/bldef-kbps.htm
http://compnetworking.about.com/od/homenetworking/ig/Home-Network-Diagrams/Ad-Hoc-Network-Diagram.htm
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NETWORK SIMPLIFICATION  

                                                                                 KAVYASHREE.C(15MCA09)  

Introduction                                                    

Network Simplification is possible with the help of Internet of Everything (IoE). The Internet of 

Everything (IoE) is a concept that extends the Internet of Things (IoT) emphasis on machine-to-

machine (M2M) communications to describe a more complex system that also encompasses people 

and processes. IoE is defined as "the intelligent connection of people, process, data and things. " 

Because in the Internet of Things, all communications are between machines, IoT and M2M are 

sometimes considered synonymous. The more expansive IoE concept includes, besides M2M 

communications, machine-to-people (M2P) and technology-assisted people-to-people (P2P) 

interactions. Network Simplification aims at simplifying our network and decreasing operational 

costs. 

Using an Architectural Approach to Strengthen Systems 

Ever revisit a city after many years only to discover a new maze of freeways? Or, perhaps, a trio of 

traffic lights in a town that only needed a stop sign before? Changes to transportation routes are 

common as communities grow and traffic increases. The same is true for the Internet. 

We have reached the point where network simplification is critical. And it is not because something 
is broken. It is a natural evolution of the Internetôs success. The Internet of Everything (IoE)ðwhere 
people, processes, data, and things come onlineðis advancing this trend. 

Can existing systems meet growing demands? 

 

This trend is set to continue for the immediate future as IoE increases device types (for example, 

low-powered sensors) and connection models (such as mesh networking). 

Without simplification, systems will become fragile and prone to operating errors. Businesses will 
find it difficult to adopt new services or create new processes. Their revenues could decline. 

http://whatis.techtarget.com/definition/Internet-of-Things
http://searchnetworking.techtarget.com/definition/M2M
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While a clear definition of network complexity for an overall network architecture does not yet exist, 
the Network Complexity Research Group is working to provide one. Regardless of the definit ion, 

we do not expect a single technology to bring simplicity and solve productivity problems. Instead, 
an architectural approach is the answer. 

 

Network simplification is no easy matter: 

Cisco Visual Networking Index (VNI) predicts 4.5billion devices will be connected by 

2016.worldwide, machine-to-machine (M2M) traffic will rise six-fold by the same year 

Declining cost of devices and improved infrastructure technologies are two of the reasons for this 

explosion in devices and traffic. The increasing rate of IPv6 deployment and wireless and wire line 

networks is also critical for ubiquitous high-speed connectivity. This opens up enormous 

opportunities for network carrier to create new revenue streams, reusing their existing infrastruc ture 

for new industries. 

With the exponential growth in connected devices, the network must be simplified. This is especially 

true for service provider networks, which are becoming more complex to manage.  

Reducing configuration errors will reduce network outages: 

To support the varied devices and use cases, we need more sophisticated routers. This is resulting in 

more complex network configurations, which are responsible for a large fraction of network outages. 

At the 2010 European IP networks meeting (RIPE), 97% of network operators admitted to having 

experienced ñcatastrophic failure.ò 

Conclusion 

If this technique is successful then  itôs not just about allowing devices to talk to each other, itôs 

about allowing everything to talk about each other. Bringing everything online. In fact, network 
simplification will make the promises of IoE possible. And it will lead to less downtime, better 
customer care, and the delivery of entirely new services. 
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MULTI -NODE WIRELESS ENERGY CHARGING IN SENSOR NETWORKS  
 

NEETU KUMARI (15MCA10)  

 

A (WSN) wireless sensor network is a wireless network consisting of spatially distributed 

autonomous devices using sensors to monitor physical or environmental conditions. A WSN system 

incorporates a gateway that provides wireless connectivity back to the wired world and distributed 

nodes. 

Wireless sensor networks (WSN), sometimes called wireless sensor and actuator 

networks (WSAN), are spatially distributed autonomous sensors to monitor physical or 

environmental conditions, such as temperature, sound, pressure, etc.  

 
Figure :- WSN Components, Gateway, and Distributed Nodes 

 

Engineers have created Wireless Sensor Network applications for areas including health care, 

utilities, and remote monitoring. In health care, wireless devices make less invasive patient 

monitoring and health care possible. For utilities such as the electricity grid, streetlights, and water 

municipals, wireless sensors offer a lower-cost method for collecting system health data to reduce 

energy usage and better manage resources. Remote monitoring covers a wide range of applications 

where wireless systems can complement wired systems by reducing wiring costs and allowing new 

types of measurement applications. Remote monitoring applications include: 

Á Environmental monitoring of air, water, and soil 

Á Structural monitoring for buildings and bridges 

Á Industrial machine monitoring 

Á Process monitoring 

Á Asset tracking 

 

The main characteristics of a WSN 

 

¶ Power consumption constraints for nodes using batteries or energy harvesting 

¶ Ability to cope with node failures (resilience) 

https://en.wikipedia.org/wiki/Autonomous
https://en.wikipedia.org/wiki/Sensor
https://en.wikipedia.org/wiki/Temperature
https://en.wikipedia.org/wiki/Sound
https://en.wikipedia.org/wiki/Pressure
https://en.wikipedia.org/wiki/Energy_harvesting
https://en.wikipedia.org/wiki/Resilience_(network)
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¶ Some mobility of nodes (for highly mobile nodes see MWSNs) 

¶ Heterogeneity of nodes 

¶ Scalability to large scale of deployment 

¶ Ability to withstand harsh environmental conditions 

¶ Ease of use 

¶ Cross-layer design 

 

Existing System  

¶ Kurset al. developed an enhanced technology that allows energy to be transferred to mult ip le 

receiving nodes simultaneously.  

¶ Heet al. found that a receiver can only obtain about 1.5 mW powers when it is 30 cm away 

from the RF transmitter, with about 1.5% energy transfer efficiency.   

¶ Efficient energy transfer in the preliminary experiments by Kurset al. is still limited by 

meter-range 

 

Wireless Charging for Multi-Node Using Wireless Charging Vehicle:- Wireless Charging Vehicle 

(WCV) that will periodically travelling inside a WSN and charging sensor nodes wirelessly. The 

two-dimensional plane is divided into hexagonal cellular structure and based on charging range the 

sensor nodes are charged. Follow a formal optimization framework by jointly optimizing travelling 

path, flow routing, and charging time. 

Wireless energy transfer based on magnetic resonant coupling is a promising technology to replenish 

energy to a wireless sensor network (WSN). However, charging sensor nodes one at a time poses a 

serious scalability problem. Recent advances in magnetic resonant coupling show that mult ip le 

nodes can be charged at the same time. In this article, we exploit this multi-node wireless energy 

transfer technology and investigate whether it is a scalable technology to address energy issues in a 

WSN.  

Reformulation-Linearization Technique: Reformulation-Linearization Technique( RLT), develop a 

provably near-optimal solution for any desired level of accuracy. To replace the nonlinear constraint, 

need to add RLT constraints, which are linear. The new linear constraints are generated by 

multiplying existing linear constraints for variables. 

 
 

 

 

 

 

 

 

https://en.wikipedia.org/wiki/MWSN
https://en.wikipedia.org/wiki/Scalability
https://en.wikipedia.org/w/index.php?title=Cross-layer&action=edit&redlink=1
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RELIANCE JIO 4G  
  KUMARI POONAM (15MCA12) 

 Before going to Reliance Jio 4g, let us try to understand how a 4g works. One of the most significant 
factors that makes 4g better  than predecessors is CDMA Code Division Multiple Access (the way 
of getting many signals to share frequencies by coding them) is replaced by a more effic ient 

technology called orthogonal frequency-division multiple access (OFDMA), which makes even 
better use of the frequency spectrum. 

Effectively, we can think of OFDMA as an evolution of the three older technologies, TDMA, 

FDMA, and CDMA. With traditional FDMA, the available frequency spectrum is divided up into 
parallel channels that can carry separate calls, but there still has to be some separation between them 
to stop them overlapping and interfering, and that means the overall band is used inefficiently.  

With OFDMA, signals are digitally coded, chopped into bits, and sent on separate sub channels at 

different frequencies. The coding is done in such a way that different signals are orthogonal (they 
are made "independent" and "unrelated" to one another), so they can be overlapped much more 

without causing interference, giving better use of the spectrum (a considerable saving of bandwidth) 
and higher data access. 

Jio is a Mumbai-based provider of 4G internet, mobile telephony, broadband services, and digita l 

services in India. Formerly known as Infotel Broadband Services Limited, Jio provides 4G services 
on a pan-India level using LTE technology. The telecom leg of Reliance Industries Limited, it was 
incorporated in 2007. 

Fig: Jio functionality. 

 

 

Jio owns spectrum in 800 MHz and 1,800 MHz bands in 10 and 6 circles respectively, of the total 

22 circles in the country and also owns pan-India licensed 2,300 MHz spectrum. The spectrum is 

https://en.wikipedia.org/wiki/Reliance_Industries_Limited
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valid till 2035.The sharing deal is for 800 MHz band across seven circles other than the 10 circles 
for which Jio already owns. 

Consumers will need to buy 4G-enabled handsets if they want to subscribe to the service. The 
important point to note is that most 4G phones currently available offer only data on 4G & fallback 

on 2G /3G for voice delivery. But a VOLTE enabled phone will allow voice calls through the data. 

Consumers using Jio's 4G service will be able to make voice calls on VOLTE (voice over LTE). 
VOLTE works perfectly well and interconnection with other mobile operator networks. this could 

have benefits such as lower battery usage, and voice over Wi-Fi to reduce costs, as well as better 
call quality.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://gadgets.ndtv.com/mobiles/features/video-will-drive-lte-adoption-in-india-says-qualcomms-dinesh-prasad-695974
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LIFENET 

          

 LAVANYA.M(15MCA13)  

LifeNet is a WiFi-based data communication solution designed for post-disaster scenarios. It is open-

source software and designed to run on consumer devices such as laptops, smart-phones and wireless 

routers. LifeNet is an ad hoc networking platform over which critical software applications includ ing 

chat, voice messaging, MIS systems, etc. can be easily deployed. LifeNet can grow incrementa l ly, 

is robust to node failures and enables Internet sharing. A novel multi-path ad-hoc routing protocol 

present at its core, enables LifeNet to achieve these features. 

Problems In Existing Communication Techologies 

The primary drawback of existing communication technologies such as cellular networks, WiFi 
networks, etc. is that reliability is not built into their design. They are designed and engineered to be 

efficient; reliability and fault-tolerance are secondary. Reliability is typically traded off for 
''performance at optimal cost''. Their designs often evolve into single-point failure systems making 

them vulnerable to disasters. 
 
Figure 1 - Typical Cellular Network   

 
 
 

Figure 1 is the schematic of a typical cellular network. Various types of cellular networks that we 
see today, such as GSM, CDMA, 3G, 4G, etc. all have a similar architecture. Mobile Switching 
Centre (MSC), Base Station Controller (BSC), Base Transceiver Station (BTS) and cell phones are 

the main blocks of the architecture. The wireless network is divided into a number of cells, each 
defined by a radio frequency (RF) radiation pattern from a respective BTS antenna. Every cell 

contains several cell phones that directly communicate only to the BTS. The BSCs mediate the 
communication between BTSs and MSC. MSC is the main node of the network, that connects a 
network under itself to outside networks (their respective MSCs) and handles all the required routing 

and packet-switching. Since this architecture provides a clear functional hierarchy and optimal 
communication, technologies have evolved over the years but this architecture has persisted.  
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Figure 2: (a) - Typical WiFi Network, (b) - WiFi Router failure   

Although this functionality is useful, it does not have any routing capability.  

LifeNet:solution 

In scenarios such as communication in disaster relief, wireless sensor networks, etc. reliability of 
connectivity is more important and bandwidth requirements are not too stringent. It is critical to 

establish a baseline wireless channel over which users can communicate and coordinate their on-
field activities. The communication solution should be rapidly deployable, self-powered, robust to 

failures, locally maintainable and extremely easy to use.  
 
Use of Commodity Hardware  

For higher acceptance levels, a new technology should seamlessly plug into the existing technologies 
around it. This holds true for both the technologies that the new technology consumes and the 

technologies that consume the new technology. Re-inventing the wheel may sometimes seem an 
ideal approach in theory, but it seldom works in practice. We understand this fact and have designed 
LifeNet accordingly.  

 
 
 

 

 

http://www.thelifenetwork.org/images/orig_stack.png
http://www.thelifenetwork.org/images/mod_stack.png
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5G NETWORK 

LOKESHWARI.V(15MCA14)  

5G (5th generation mobile networks or 5th generation wireless systems) denotes the proposed next 

major phase of mobile telecommunications standards beyond the current 4G/IMT-Advanced 
standards. 5G planning includes Internet connection speeds faster than current 4G, and other 
improvements. 

The Next Generation Mobile Networks Alliance defines the following requirements for 5G 

networks: 

¶ Data rates of tens of megabits per second for tens of thousands of users 
¶ 1 Gb per second simultaneously to many workers on the same office floor 

¶ Several hundreds of thousands of simultaneous connections for massive wireless sensor 
network 

¶ Spectral efficiency significantly enhanced compared to 4G 

¶ Coverage improved 
¶ Signaling efficiency enhanced 

¶ Latency reduced significantly compared to LTE. 

5th Generation Mobile Network or simply 5G is the forthcoming revolution of mobile technology. 
The features and its usability are much beyond the expectation of a normal human being. With its 

ultra-high speed, it is potential enough to change the meaning of a cell phone usability. 

 

With a huge array of innovative features, now your smart phone would be more parallel to the laptop. 
You can use broadband internet connection; other significant features that fascinate people are more 
gaming options, wider multimedia options, connectivity everywhere, zero latency, faster response 
time, and high quality sound and HD video can be transferred on other cell phone without 

compromising with the quality of audio and video. 

Advanatages: 

https://en.wikipedia.org/wiki/4G
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¶ High resolution and bi-directional large bandwidth shaping. 

¶ Technology to gather all networks on one platform. 

¶ More effective and efficient. 

¶ Technology to facilitate subscriber supervision tools for the quick action. 

¶ Will provide a huge broadcasting data, which will support more than 60,000 connections 

¶ Possible to provide uniform, uninterrupted, and consistent connectivity across the world. 

 

Disadvantages: 

¶ Technology is still under process and research on its viability is going on. 

¶ Many of the old devices would not  be competent to 5G, hence, all of them need to be 
replaced with new one ï expensive deal. 

¶ Developing infrastructure needs high cost. 

¶ Security and privacy issue yet to be solved. 

Future Enhancement:      

5G will enable organizations to move into new markets and build new revenue streams with radically 

new business models and use cases, including Internet of Things (IoT) applications. 

5G is the foundation for expanding the potential of the Networked Society.  The move to 5G will 

add a new element: the industrial internet. We'll see new as-a-service business models based on 

network slicing. Network slices in the context of 5G will be like virtual networks on-demand. 5G 

will enable more secure transactions and expand the battery life of IoT devices by 10X. All this will 

create opportunities for new use cases that we havenôt yet dreamed 
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      INTERNET GROUP MANAGEMENT PROTOCOL  

    MARY RESHMA JENNIFER J (15MCA15)  

 

The Internet Group Management Protocol (IGMP ) is a communications protocol used by hosts 

and adjacent routers on IPv4 networks to establish multicast group memberships. IGMP is part of 

the Network layer. 

 IGMP is an integral part of IP multicast (IP multicast is a method of sending Internet Protocol (IP) 

datagrams to a group of interested receivers in a single transmission. It is a form of point-to-

multipoint communication. IGMP is part of the Network layer. 

IGMP through versions: 

Å Version 1, specified in [RFC-1112], was the first widely-deployed version and the first 

version to become an Internet Standard. 

Å  Version 2, specified in [RFC-2236], added support for "low leave latency", that is, a 

reduction in the time it takes for a multicast router to learn that there are no longer any 

members of a particular group present on an attached network.   

Å  Version 3 adds support for "source filtering", that is, the ability for a system to report interest 

in receiving packets *only* from specific source addresses, or from *all but* specific source 

addresses, sent to a particular multicast address.  

 

How IGMP works:  

When a multicast transmission initiates, the software or service creates a multicast group. This 
multicast group address consists of an IP address with the first octet in the range 224 ï 239 (Class 

D) and is specified in the IP packet as the destination address for this traffic. The host initiating the 
transmission sends a message (called an IGMP Membership Report) to the 224.0.0.2 address (all 

multicast routers) specifying the multicast group address. The switch receives this message, adds the 
multicast group to its table, and adds the receiving port as a member of the group. It also forwards 
this report to any multicast routers. The router then adds these hosts to the multicast routing table. 

All hosts wishing to be members of the group also send join messages. The switch intercepts these 
messages and adds the receiving ports as members of the group. It forwards these messages to the 

multicast router, as well. All traffic sent to the multicast destination address is forwarded only to the 
ports participating in the specified group. In an effort to keep the membership information current, 
the IGMP querier continues to send Membership Queries. All hosts that wish to remain in the group 

must reply to these queries. If the hosts in the group do not reply within a specified time period, the 
switch removes those ports from the group table. Once all members have left the multicast group, 

the switch removes the multicast address from its table. 
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o Multicast routers use IGMP(v2) to learn which groups have members on each of their 
attached physical networks. A multicast router keeps a list of multicast group memberships 

for each attached network, and a timer for each membership. "Multicast group memberships" 
means the presence of at least one member of a multicast group on a given attached network, 

not a list of all of the members. 
o When a host receives a General Query, it sets delay timers for each group of which it is a 

member on the interface from which it received the query. 

o When a router receives a Report, it adds the group being reported to the list of multicast 
group memberships on the network on which it received the Report and sets the timer for the 

membership to the Group Membership Interval. 
o When a host joins a multicast group, it should immediately transmit an unsolicited Version 

2 Membership Report for that group, in case it is the first member of that group on the 

network 
o When a host leaves a multicast group, if it was the last host to reply to a Query with a 

Membership Report for that group, it SHOULD send a Leave Group message to the all-
routers multicast group . 

 

Version 3 of IGMP adds support for "source filtering", that is, the ability for a system to report 
interest in receiving packets *only* from specific source addresses, or from *all but* specific source 

addresses, sent to a particular multicast address.  That information may be used by multicast routing 
protocols to avoid delivering multicast packets from specific sources to networks where there are no 
interested receivers. 

Both IGMPv1 and IGMPv2 are suitable for any source multicast where a station is interested in 

receiving all transmissions to a multicast group, regardless of who is the sender. However, there are 
applications where a station wants to receive only a transmission from a particular sender to a 

particular group. We call this multicast the source-specific multicast. The IGMPv1/IGMPv2 does 
not have the capability to specify a particular sender. The extensions of the IGMP to support the 
source-specific multicast led to creation of the IGMPv3 that has more complex inner working than 

its predecessors, and its main difference is the support of source-specific multicast. 

 



  

32 
 

SOFTWARE DEFINED NETWORK (SDN)  

MAYA.A.U (15MCA16) 

Software-Defined Networking (SDN) is an emerging architecture that is dynamic, manageable, 

cost-effective, and adaptable, making it ideal for the high-bandwidth, dynamic nature of today's 
applications. This architecture decouples the network control and forwarding functions enabling the 
network control to become directly programmable and the underlying infrastructure to be abstracted 

for applications and network services. The OpenFlow® protocol is a foundational element for 
building SDN solutions.  

The SDN architecture is: 

¶ Directly programmable: Network control is directly programmable because it is decoupled 

from forwarding functions. 
¶ Agile: Abstracting control from forwarding lets administrators dynamically adjust network-

wide traffic flow to meet changing needs. 
¶ Centrally managed: Network intelligence is (logically) centralized in software-based SDN 

controllers that maintain a global view of the network, which appears to applications and 

policy engines as a single, logical switch. 
¶ Programmatically configured: SDN lets network managers configure, manage, secure, and 

optimize network resources very quickly via dynamic, automated SDN programs, which they 
can write themselves because the programs do not depend on proprietary software. 

¶ Open standards-based and vendor-neutral : When implemented through open standards, 

SDN simplifies network design and operation because instructions are provided by SDN 
controllers instead of multiple, vendor-specific devices and protocols. 
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The OpenFlow Protocol 

The OpenFlow protocol is the only standards-based SDN protocol in the world to abstract the 

network control plane (where forwarding decisions are made) from the network data plane (where 
packets are forwarded), which enables you to create a single network control policy that universa l ly 
programs the entire network fabric.  OpenFlow enables a central controller to remotely provision the 

underlying data plane device forwarding tables in a common, scalable way, and eliminates the 
vendor-specific, proprietary nature of legacy networking equipment. Specifically, OpenFlow 

enables automation through a centralized software controller that eliminates the need to program 
devices and interfaces for every network service request. And, for the first time in the history of 
networking, it provides you with flexibility and choice in networking vendors without re-architecting 

your entire network around vendor-specific protocols. 

The Benefits of Software Defined Networking 

¶ Directly Programmable:  Network directly programmable because the control functions are 
decoupled from forwarding functions. Which enable the network to be programmatica l ly 

configured by proprietary or open source automation tools, including OpenStackPuppetChef. 
¶ Centralized Management:  Network intelligence is logically centralized in SDN controller 

software that maintains a global view of the network, which appears to applications and 

policy engines as a single, logical switch. 
Reduce CapEx: Software Defined Networking potentially limits the need to purchase 

purpose-built, ASIC-based networking hardware, and instead supports pay-as-you-grow 
models 

¶ Reduce OpEX: SDN enables algorithmic control of the network of network elements (such 

as hardware or software switches / routers that are increasingly programmable, making it 
easier to design, deploy, manage, and scale networks. The ability to automate provisioning 

and orchestration optimizes service availability and reliability by reducing overall 
management time and the chance for human error. 

¶ Deliver Agility and Flexibility: Software Defined Networking helps organizations rapidly 

deploy new applications, services, and infrastructure to quickly meet changing business goals 
and objectives. 

¶ Enable Innovation: SDN enables organizations to create new types of applications, services, 
and business models that can offer new revenue streams and more value from the network. 

 

 

 

 

 

INTERNET PROTOCOL ADDRESS 

https://www.sdxcentral.com/cloud/open-source/definitions/openstack-networking/
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                                                            NETHRAVATHI.M (15MCA17).  

An Internet Protocol address (IP address) is a numerical label assigned to each device (e.g., 

computer, printer) participating in a computer network that uses the internet protocol for 

communication. An ip address serves two principal functions: host or network interface 

identification and location addressing. An IP address is a unique global address for a network 

interface. 

The IP address is a fascinating product of modern computer technology designed to allow one 

computer (or other digital device) to communicate with another via the Internet. IP addresses allow 

the location of literally billions of digital devices that are connected to the Internet to be pinpointed 

and differentiated from other devices. In the same sense that someone needs your mailing address to 

send you a letter, a remote computer needs your IP address to communicate with your computer. 

The Internet is really the interconnection of many individual networks. So the Internet Protocol (IP) 

is basically the set of rules for one network communicating with any other (or occasionally, for 

broadcast messages, all other networks). Each network must know its own address on the Internet 

and that of any other networks with which it communicates. To be part of the Internet, an 

organization needs an Internet network number, which it can request from the Network Information 

Center (NIC). This unique network number is included in any packet sent out of the network onto 

the Internet. 

 

The diagram above shows how two intranets can connect across the internet. If the computer in 

Intranet A with the IP address 192.168.1.2 wants to send a message to a computer in Intranet B, it 

will send its message through the Router connected to Intranet A (IP=172.8.18.100). This router will 

then route the message onto the internet, going from router to router until it reaches the router 

attached to Intranet B (IP=201.108.0.45). This router will then pass the message on to the correct 

machine in Intranet B 

 

 

Port Address:  
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 A port address is a way to identify a specific process to which an Internet or other network message 

is to be forwarded when it arrives at a server. For the Transmission Control Protocol and the User 

Datagram Protocol, a port number is a 16-bit integer that is put in the header appended to a message 

unit. There are many application running on the computer. Each application run with a port no 

(logically) on the computer. This port no. for application is decided by the Kernel of the OS. This 

port no. is called port address. 

Port numbers are associated with network addresses. For example, in TCP/IP networking, both TCP 
and UDP utilize their own set of ports that work together with IP address. 

Port numbers work like telephone extensions. Just as a business telephone switchboard can use a 

main phone number and assign each employee an extension number (like x100, x101, etc.), so a 
computer has a main address and a set of port numbers to handle incoming and outgoing connections. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

OPEN SHORTEST PATH FIRST (OSPF)         

             NIKITHA J (15MCA18)                                                                                                                                                    
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The OSPF (Open Shortest Path First) protocol is one of a family of IP Routing protocols, and is 

an Interior Gateway Protocol (IGP) for the Internet, used to distribute IP routing information 

throughout a single Autonomous System (AS) in an IP network. 

OSPF is a link state open standard based routing protocol.Since it is based on open standard, we can 

use it with any vendorôs router.The OSPF protocol is a link-state routing protocol, which means that 

the routers exchange topology information with their nearest neighbors. The topology information 

is flooded throughout the AS, so that every router within the AS has a complete picture of the 

topology of the AS. This picture is then used to calculate end-to-end paths through the AS, normally 

using a variant of the Dijkstra algorithm. Therefore, in a link-state routing protocol, the next hop 

address to which data is forwarded is determined by choosing the best end-to-end path to the eventual 

destination. The OSPF routing protocol has largely replaced the older Routing Information Protocol 

(RIP) in corporate networks.  

Background Information  

OSPF protocol was developed due to a need in the internet community to introduce a high 

functionality non-proprietary Internal Gateway Protocol (IGP) for the TCP/IP protocol family. 

 

OSPF Areas 

Areas in OSPF are collections of routers grouped together. The most important area in OSPF is 

the backbone area, also known as area 0. The backbone area is the area that all OSPF areas must 

traverse to get to other OSPF areas.Special routers (autonomous system boundary routers) or 

backbone routers responsible to dissipate information about other AS into the current system.Divides 

an AS into areas. 

OSPF  Protocol  Messages 

Unlike other routing protocols, OSPF does not carry data via a transport protocol, such as the User 

Datagram Protocol (UDP) or the Transmission Control Protocol (TCP). Instead, OSPF forms IP 

https://en.wikipedia.org/wiki/User_Datagram_Protocol
https://en.wikipedia.org/wiki/User_Datagram_Protocol
https://en.wikipedia.org/wiki/Transmission_Control_Protocol
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datagrams directly, packaging them using protocol number 89 for the IP Protocol field. OSPF defines 

five different message types, for various types of communication: 

1. Hello: Hello messages are used as a form of greeting, to allow a router to discover other 

adjacent routers on its local links and networks.  

2. Database Description: Database Description messages contain descriptions of the topology 

of the autonomous system or area. They convey the contents of the link-state database 

(LSDB) for the area from one router to another.  

3. Link State Request: These messages are used by one router to request updated information 

about a portion of the LSDB from another router.  

4. Link State Update: These messages contain updated information about the state of certain 

links on the LSDB. They are sent in response to a Link State Request message. 

5. Link State Acknowledgment: These messages provide reliability to the link-state exchange 

process, by explicitly acknowledging receipt of a Link State Update message. 

Advantage of OSPF 

¶ It supports both IPv4 and IPv6 routed protocols. 

¶ It supports load balancing with equal cost routes for same destinat ion. 

¶ Since it is based on open standards, it will run on most routers. 

¶ It provides a loop free topology using SPF algorithm. 

¶ It is a classless protocol. 

¶ It supports unlimited hop counts. 

¶ It scales enterprise size network easily with area concept. 

¶ It supports trigger updates for fast convergence. 

Disadvantage of OSPF 

¶ It requires extra CPU process to run SPF algorithm. 

¶ It requires more RAM to store adjacency topology. 

¶ It is more complex to setup and hard to troubleshoot. 

Conclusion 

OSPF is one of the few protocols in the IT industry you can count on being available just about 

anywhere you might need it. Enterprise networks that outgrow a single site will often use OSPF to 

interconnect their campuses and wide area networks (WANs). It is not to let OSPF scare you. Itôs 

true that OSPF in large implementations can be complex. However, an OSPF configura t ion 

supporting smaller networks can be comparatively simple. 

POINT TO POINT PROTOCOL  

G.PRIYADHARSHINI (15MCA19)  
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What is PPP.? 

The Point to Point Protocol (PPP) is a WAN protocol that transports data over point 

to point links. PPP has three components: 

Å Link Control Protocol (LCP) used to establish, configure, and test a PPP link 

Å Network Control Protocols (NCPs) for establishing and configuring different 

network-layer protocols 

Å Authentication method used to validate the remote connection 

What Application Is It Suitable For.? 

PPP is suitable for low error rate links such as those provided by ISDN. 

PPP is simpler and more efficient than connection-oriented protocols like X.25 

(which supports error detection and retransmission) because it does not have 

mechanisms to compensate for transmission errors. Like Frame Relay, it can detect 

link-level errors but does not support link-level retransmission. PPPôs simplicity uses 

fewer CPU resources and bandwidth to make sure the data arrives intact. It simply 

sends data through. 

PPP is suitable for carrying connectionless traffic (for example, LAN-type traffic 

such as IP) that provides its own transport mechanism to recover from packet 

corruption and loss. PPP is designed to handle only one physical link at at time. 

Advantages of PPP 

Cost 

In the past few years, connections linked multiple distance networks with a WAN connection. 

Nonetheless, these connections usually required specially gateway mechanisms and dedicated links 

that could possibly cost hundreds of dollars. But nowadays, businesses can link separate networks 

via the internet, which has been shown to help reduce cost by reducing the need for specialized 

software and hardware. 

 

Better trouble shooting 
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Another advantage of layer networking is that all the layers are reliant on both the lower and higher 

layers to some level in respect to functionality. Therefore, one layer will troubleshoot and free itself 

from problems, and further trouble shooting can easily determine which layers are having problems. 

Backup system 

Point To Point protocol is designed like a set of boxes arranged like stairs. The layer on top used the 

software and protocols of the network layer below it, so that each layers has access to the resources. 

This way, when one layer has malfunctioned other layers continue with their operations since they 

draw resources from the layer below them 

Resiliency 

Traditional WAN technologies relied only on sharing links for data communication between remote 

networks, but now internet networks have the capability to provide a substantial level of flexibility. 

For instance, users of WAN technologies often experience severe interruptions, which typically lead 

to loss of data. On the contrary, internet Protocol automatically reroute all the broken links before 

they are arrive at their intended destination. Point To Point protocol or layered networking for that 

matter may require extra expenses as they need to be corrected regularly. 

Disadvantages 

Low Security Standards 

To start with, PPTP is said to have poorer security compared to the other protocols. Secondly, PPTP 

does not offer data integrity or data origin verification. This means that you cannot be sure whether 

the data that is sent over this protocol is authentic or has been tampered with. This significant ly 

lowers the reliability of using the protocol especially if your company is dealing with very sensitive 

information. 

Lower Performance on Unstable Connections 

The other disadvantage associated with this protocol is that it normally has performance issues when 

used on unstable networks. Generally, it can be termed as an acceptable way to connect workers and 

share documents. However, it will not be of much help if you have a lot of private information that 

you need to share. 

 

 

 

 

SECURED SOCET LAYERS 

                                                                                                 RAKSHA (15MCA20) 
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SSL was first developed by Netscape in 1994 and became an internet standard in 1996 (RFC 2246 

ï TLS V1.0).SSL is a cryptographic protocol to secure network across  a  connection-oriented 

layer.Any program using TCP can be modified to use SSL connection.SSL connection uses a 

dedicated TCP/IP socket.SSL is flexible in choice of which symmetric encryption, message digest, 

and authentication can be used.SSL provides built in data compression.SSL includes two sub-

protocols: the SSL Record Protocol and the SSL .Handshake Protocol.Record Protocol -- defines the 

format used to transmit data.Handshake Protocol -- using the Record protocol toexchange messages 

b/t an SSL-enable server and an SSL-enable client 

SSL Usage 

¶ Authenticate the server to the client 

¶ Allow the client and server to select cryptographic algorithms, or ciphers, that they both 

support 

¶ Optionally authenticate the client to the server 

¶ Use public key encryption techniques to generate shared secret 

¶ Establish an encrypted SSL connection 

                      

SSL Stack 

                                          

SSL Record Protocol 

 The SSL Record Protocol provides two services for SSL connections: Confidentiality: The 

Handshake Protocol defines a shared secret key that is us end for conventional encryption of SSL 

payloads.  

Message Integrity: The Handshake Protocol also defines a shared secret key that is used to form a 

message authentication code (MAC 

 

SSL Handshake protocol 
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Establishment of the secure channel between the client and the server. Provides the keys and the 

algorithm information to SSL record protocol above it.Enables clients and servers. 

SSL handshake protocol divided into 4 phases: 

1) Establish security capabilities. 

2) Server authentication and key Exchange. 

3) Client authentication and key Exchange. 

4) Change Cipher Spec and Finish. 

Advantages 

¶ Provides Authentication 

¶ Necessary for Accepting Payments 

¶ Guards against Phishing 

 Disadvantages 

1. Optional (as opposed to in-built) user authentication. This is a major security weakness. 
2. 2. Requires Java or ActiveX downloads to facilitate access to non-web enabled applications 

 

 

 

 

 

 

 

 

 

 

 

 

CONGESTION CONTROL IN INTERNET  
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 RANJITHA(15MCA21 ) 

      

When data is being sent over the Internet it is split up into tiny little data packets. Along with the 

data packets are RIP (Request for Information Packets) that the equipment sends also. The 

equipment sends routing information and other telemetry.  

 

Congestion can occur in several ways.  
1) local area network IP is leaked out to the wide area network. Years ago this was easier to do 

becuase routers had to be manually configured with software settings. Today, most routers will not 

let this happen. When this does happen you get some serious problems. All of the wide area network 

(IP) addresses on the web are unique. If by chance another piece of equipment starts broadcasting 

an IP address that is located somewhere else on the network the machines will start getting into a 

frenzy and start arguing with eachother who is who and will start arguing about routing tables. Soon 

the aruments are chewing up the bandwidth of the information and the system grinds to a halt.  

 

2) You are voting on the winner of the next Idol or some other realtiy show. More people than 

expected are trying to vote. The network can handle only so much traffic at a time.  

 

3) Denial of service attack. Machines infected with a worm start sending messages to a particular 

site (typically microsoft) and when hundreds of thousands of machines are piling on page requests 

to one site the site grinds to a halt.  
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 Solution For Congestion In Internet 

¶ The Internet does have congestion occasionally, but that is not normally the problem. The 

problem is normally the link to your computer or the link to the server that you are accessing. 

If you have a 10 Mbps link and you have 10 people using it that means that each of you is 

getting at best about .8 Mbps of bandwidth. If you are downloading from a site that has a 100 

Mbps link, but there are a thousand people using it then the best that you can hope to achieve 

is 80 Kbps. So the simple way is to find out when the server that you want to access is not 

very busy and do your work then.  

¶ The other possibility is that in your area that you are on a fixed bandwidth connection to the 

Internet Service Provider and that there are too many people using it at the same time. So 

you may have a guaranteed bandwidth of up to 10 Mbps, but there are too many other people 

using it at the same time so your share drops too much. 

¶ More bandwidth 

¶  faster processing nodes 

¶  less  virus     

 

 

 

 

INTERNET CONTROL MESSAGE PROTOCOL(ICMP)  

 
ROOPA M S(15MCA22) 

Introduction  

 

 ICMP (Internet Control Message Protocol) is an error-reporting protocol network devices like 
routers use to generate error messages to the source IP address when network problems prevent 
delivery of IP packets. ICMP creates and sends messages to the source IP address indicating that a 

gateway to the Internet that a router, service or host cannot be reached for packet delivery. Any IP 
network device has the capability to send, receive or process ICMP messages. 
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ICMP characteristics: 

 
ICMP messages are used for a basic kind of error reporting between host to host, or host to gateway. 
Between gateway to gateway, a protocol called Gateway to Gateway protocol (GGP) should 

normally be used for error reporting. As we have already discussed, the IP protocol is not designed 
for perfect error handling, but ICMP messages solves some parts of these problems. The big problem 

from one standpoint is that the headers of the ICMP messages are rather complicated, and differ a 
little bit from message to message. However, this will not be a big problem from a filter ing 
standpoint most of the time.  

The basic form is that the message contains the standard IP header, type, code and a checksum. All 
ICMP messages contains these fields. The type specifies what kind of error or reply message this 
packet is, such as for example destination unreachable, echo, echo reply, or redirect message. The 

code field specifies more information, if necessary. If the packet is of type destination unreachable, 
there are several possible values on this code field such as network unreachable, host unreachable, 
or port unreachable. The checksum is simply a checksum for the whole packet.  

As you may have noticed, I mentioned the IP header explicitly for the ICMP packet. This was done 

since the actual IP header is an integral part of the ICMP packet, and the ICMP protocol lives on the 
same level as the IP protocol in a sense. ICMP does use the IP protocol as if it where a higher level 

protocol, but at the same time not. ICMP is an integral part of IP, and ICMP must be implemented 
in every IP implementation.  

 


